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This work investigates two methods for coordination between scheduling and conflict res-
olution functions - two core traffic management functions in urban air mobility operations.
A federated scheduling algorithm and a federated conflict resolution algorithm are first pre-
sented. Two methods for coordinating scheduling and conflict resolution functions are then
introduced. The first coordination method utilizes the feedback from the arrival scheduler at
the destination. The second method applies a flow interval, predefined to accommodate the ca-
pability of the conflict resolution, through the departure scheduler at the origin. High-density
operation scenarios, where conflicts can not be completely resolved by the conflict resolution
function alone, were used to study the performance of these two coordination methods. Ex-
perimental results show that both methods can perform well in coordinating scheduling and
conflict resolution functions. With proper parameter setting, both methods can achieve similar
performance in efficiency while achieving zero losses of separation.

I. Introduction
Scheduling and conflict resolution functions are two critical traffic management functions needed by Urban Air

Mobility (UAM) operations [1, 2]. The federated autonomous Unmanned aircraft system Traffic Management (UTM)
system [3–6] has been evolved into the foundational architecture for the UAM traffic system, where a federated system
refers to a system operates collaboratively in overall goals while distributed in responsibility. It is important to develop
federated scheduling and conflict resolution algorithms for the UAM system and investigate the coordination between
these two functions to enable safe, efficient, and scalable operations. A federated system or function oper

Unlike existing commercial aviation in the National Airspace System (NAS), typical UAM missions are envisioned
to be completed within one hour or less, indicating a need for more tightly coupled operations among origin, destination,
and en-route phases of flight. More frequent and dynamic coordination will be expected than in the current NAS, and the
coordination between departure and arrival schedulers and the coordination between schedulers and conflict resolution
functions will play a paramount role in UAM safety and efficiency. In the current NAS, there are many coordination
methods between downstream and upstream airports/airspace, such as Ground Delay Programs (GDP) [7, 8], Departure
Spacing Program (DSP), Miles-In-Trail (MIT) [9], Minutes-In-Trail (MINIT) [10], Traffic Management Advisor
(TMA) [11], Multi-Center TMA [12], and Time Based Flow Management (TBFM) [13]. However, considering the
difference between UAM operations and existing NAS operations, these methods may not suit UAM’s needs for a more
agile, federated, and dynamic coordination among vertiports and airspace operations. Exploring and understanding
various coordination methods and their parameter settings are important for UAM airspace management development.

This work first presents a federated scheduling algorithm and its data exchange needs. Two methods for coordination
between scheduling and conflict resolution functions are then introduced. The first approach is constructed based on
the feedback from the arrival scheduler at the destination and the second approach coordinates through the departure
scheduler at the origin using the basic flow rate control. Experiments and trade space studies are conducted to compare
these two methods using fast-time traffic simulations [14].

This work is organized as follows: Section II presents a federated scheduling algorithm. Section III introduces two
different methodes for coordination between scheduling and conflict resolution functions. Section IV then shows the
final results for comparing these two coordination methods. A trade-space study is also conducted to show how to tune
parameters for better performance. Section V concludes the work.
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II. Methodology
Conflict resolution requires extra time or space, which are inadequate when the airspace is too congested. Therefore,

when there are too many potential conflicts in congested airspace, it’s unlikely that all conflicts can be completely
resolved by the conflict resolution function alone. Similar to the existing GDP and MIT programs in the current NAS,
it’s important to have scheduling and conflict resolution services coordinate with each other when handling complex
UAM airspace operations. This section introduces a federated scheduling algorithm and then presents two methods for
coordinating scheduling and conflict resolution functions.

A. Federated Scheduling
Assuming that each vertiport has its own scheduling service/function, a federated scheduling algorithm can be

formulated as shown in Fig. 1. At each vertiport, the scheduler arranges each flight based on its estimated time of
arrival (ETA) or estimated time of departure (ETD) and its schedule flexibility (how much change in the ETA/ETD can
the flight tolerate). Priority can be incorporated into the scheduling process if needed. The cost function can also be
introduced if not first-come-first-serve. Once each vertiport finishes its first-round schedule, it then publishes changes
in ETAs/ETDs for each flight involved and compares with others to determine if requested changes in ETAs/ETDs
for all flights are the same/converged. If not, the second-round scheduling will start using the maximum difference in
ETAs/ETDs until they converge. It’s worth mentioning that a rolling time window technique might be needed to limit
the flights involved each time to ensure convergence.

Fig. 1 Flow Diagram for Federated Scheduling

Figure 2 shows an example with flights departing from Vertiports A and C and arriving at Vertiport B. At the first
round, departure schedulers at A and C and the arrival scheduler at B tried to arrange flights with a minimum separation
requirement (60 seconds in this example) based on their initial ETAs and ETDs. It can be seen that at the end of Round
One, Flight One was scheduled to be delayed 55s from 5s to 60s by Scheduler A (comparing the ETA to STA times),
whereas Scheduler B schedules a delay of 155s (from 372.1s to 487.1s) because Scheduler B has to take flights from
Vertiport C into account as well. Since the requested delays for Flight One is different between the two schedulers, the
maximum delay of 155s is then fed into the second round. The flight schedules finally converge at Round Two.
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Fig. 2 Example of Federated Scheduling

B. Coordination methods between scheduling and conflict resolution functions
This section introduces two different coordination methods between scheduling and conflict resolution functions.

The first coordination is through the arrival scheduler at the destination, and the second coordination uses the departure
scheduler at the origin vertiport.

1. Coordination through the scheduler at destination
Like the GDP in current NAS operations, coordination through the arrival scheduler at the destination vertiport is a

good example of downstream operations that impose feedback control on upstream operations. In this coordination
method, the arrival scheduler at the destination updates the delays needed for flights that have not departed from the
origin based on the ETAs of those airborne flights shared by the conflict resolution function/service. It then sends these
pre-departure delay requests to the schedulers at the origin vertiports (as shown in Fig. 3).

Fig. 3 Interaction through the destination scheduler

To illustrate this method, Figures 4(a), 4(b), and 4(c) present an example with ten flights departing from the same
origin vertiport to the same destination vertiport. These ten flights were separated before departure with a 10-second
separation interval each. Because their unimpeded flight times are the same, their ETAs at the destination were also
separated by 10 seconds, as shown in Fig. 4(a). In Fig. 4(b), the first four flights departed (shown in blue) with unchanged
ETAs at the destination. In Fig. 4(c), after the departure of Flight 5 and 6, it is assumed that some en-route conflict
resolution maneuvers happened and the ETAs of Flight 1 through 4 were delayed (for example, due to conflicts with
crossing flights in another corridor). The intervals among Flight 1 through Flight 4 became smaller, though their
airborne separations were not violated. The arrival scheduler at the destination then started to reschedule flights with
the initial separation requirement, which is 10s in the example. The desired STDs (in black) were then postponed and
shown on the right side of the timeline. These STDs were then passed to the departure scheduler at the origin vertiport
through the federated method introduced in the previous section. Flight 7 through Flight 10 were then postponed by the
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(a) Before departures (b) After some departures (c) After some maneuvers
(sep. tol. = 0 s)

(d) After some manevuers
(sep. tol. = 4 s)

Fig. 4 Updated ETAs and STAs with di�erent tolerances

departure scheduler at the origin vertiport.
When the minimum separation interval (10s in this study) is strictly applied, as shown in Fig. 4(c), it may cause

excessive intervals between �ights. An additional parameter called separation tolerance is added to adjust the tightness
of this feedback control. The separation tolerance can be anywhere between zero and the minimum separation interval.
When the separation tolerance is zero, the minimum separation interval, 10 seconds, will be strictly imposed. Whereas
if the separation tolerance is some positive value, e.g. four seconds as shown in Fig. 4(d), the arrival scheduler will use
six seconds as the minimum separation interval, which results in relaxed departure control with only Flight 7 and 8
delayed. If the separation tolerance is equal to the minimum separation interval, then the required time separation in the
arrival scheduler becomes zero, which essentially turns o� the feedback from the destination scheduler.

2. Coordination through the scheduler at the origin
Another method is to coordinate through the departure scheduler at the origin vertiport. Similar to the existing

Departure Spacing Program in the current NAS operations, where constant or dynamic separation intervals can be
imposed between departures, this approach ensures the con�ict resolution can manage all the en-route con�icts that
might arise for en-route operations. As an initial work, this study focuses on constant intervals, where experiments will
help decide the most e�cient interval with the least delay.

Fig. 5 Flow control through the departure scheduler
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III. Experiment scenarios
Experiments and trade space studies are conducted to compare these two methods using the Fe3 fast-time

simulator [14]. The Fe3 simulator includes a 6-DOF trajectory model developed based on NASA's UAM concept
vehicle [15] along with the aforementioned federated scheduling algorithm and con�gurable federated con�ict resolution
algorithm.

Experiments were constructed using route-structure-based scenarios, where two �ows of �ights cross each other at a
60-degree angle and arrive at their destination vertiports, respectively. The UAM vehicle is assumed to �y at 120 kts,
and the minimum separation between �ights is set to 1,000 ft. A federated con�ict resolution algorithm is applied to
individual aircraft to resolve potential con�icts using speed control while following prede�ned rules. The basic principle
of these rules is to give the right of way to the �ights whose estimated arrival time to the crossing point is earlier. Details
about the federated con�ict resolution algorithm can be found in another work [16]. To stress the con�ict resolution
algorithm, three scenarios with di�erent numbers of �ights were used: one scenario includes 30 �ights with 15 �ights
in each �ow, the other two scenarios include 40 and 60 �ights, respectively. As shown in Fig. 6, Vertiport A and C are
origins with departure schedulers A and C, and Vertiport B and D are destinations with arrival schedulers B and D.

Fig. 6 Experiment scenario notional graph

In all three scenarios, �ights are initially separated with 10 seconds between departure times. When there are more
than 15 �ights in each �ow, if only the con�ict resolution function is allowed (without schedulers), experiments in this
study (when number of �ights exceeds 30) showed that loss of separation would happen because there isn't much room
for con�ict resolution functions to space these �ights apart. In the following experiments, two proposed coordination
methods were examined to understand the impact of coordination between con�ict resolution and scheduling on safety
and e�ciency.
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